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Markov Chain Monte Carlo (MCMC)
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Yang Song, https://www.youtube.com/watch?v=wMmqCMwuM2Q

https://www.youtube.com/watch?v=wMmqCMwuM2Q


• What is the shape of the posterior?
• Can we model the posterior?

• Can we infer the posterior using a 
method that doesn’t require MCMC?

• Does deep learning help?

• Topological posterior
• Continuous parameters
• Joint models
• Next-gen proposals
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Phylogenetic posterior distributions have complex shapes!

http://dx.doi.org/10.1093/sysbio/syv006

unrooted trees

http://dx.doi.org/10.1093/sysbio/syv006
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I mean a probability distribution that 
I can sample from directly



Subsplit Bayes Network (SBN) or subsplit DAG (sDAG)
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Attach probabilities to edges of DAG



SBN / sDAG can handle multi-modal posteriors

https://arxiv.org/abs/1805.07834unrooted trees

Cheng Zhang (张成)

https://arxiv.org/abs/1805.07834
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Testing out an NNI on the sDAG

Q: How to decide if adding this structure is a good idea? There isn’t one tree.

Chris Jennings-Shafer

https://arxiv.org/abs/2411.09074 

https://arxiv.org/abs/2411.09074


Generalized pruning

http://dx.doi.org/10.1186/s13015-023-00235-1

Seong-Hwan Jun

http://dx.doi.org/10.1186/s13015-023-00235-1


Top pruning

Associates a single “top” tree with every DAG edge. Branch lengths on 
edges. Likelihoods ✅



Can we infer the sDAG 
directly via systematic 
exploration?

Yes, but running 
MrBayes & putting into 
an sDAG is just as good.



Problem: we can’t evaluate the quality of edge in isolation.

Solution: add internal 
node sequence 
information

→ “history DAG”
or hDAG

Mary Barker
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Set of trees
Pairwise 
distance 

matrix

tree distance multidim scaling

Set of trees
Probabilistic

model of 
set of trees

(MDS)

LET’S DO BOTH



phyloVAE is 
simultaneously a tree 
visualization and a 
probabilistic model for 
trees

Tianyu Xie

Cheng Zhang

paper (secret link) 

https://openreview.net/pdf/a058ee1f0f30f4b2d7cce57e844cf87b27d1001b.pdf
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Fixed tree, infer distribution of continuous parameters

Minin, Bloomquist, and Suchard 2008



Variational inference for continuous parameters



Variational inference for continuous parameters



Marc Suchard



Marc Suchard



Variational inference for continuous parameters



Variational inference works, with caveats

phylostan (2019): use 
Stan to formulate 
models

torchtree (2024): use 
PyTorch to formulate 
models

Mathieu Fourment



http://dx.doi.org/10.1093/molbev/msac154 

http://dx.doi.org/10.1093/molbev/msac154
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Joint models on topology and continuous parameters



Joint topological posterior / model works, with caveats

https://www.jmlr.org/papers/v25/22-0348.html

https://www.jmlr.org/papers/v25/22-0348.html


● It is possible, at least for data sets of modest size, 
to model the shape of the phylogenetic posterior 
distribution

● One can turn this into an inferential method, with 
caveats

● We haven’t been able to get it to beat MCMC 
(modeling the full posterior is a challenge, 
gradients are expensive, and optimization is fiddly)
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Hamiltonian Monte Carlo



This is very effective for continuous parameters



We kind-of got HMC to work across topologies

https://proceedings.mlr.press/v70/dinh17a/dinh17a.pdf 

Vu Dinh

https://proceedings.mlr.press/v70/dinh17a/dinh17a.pdf


Rather than top-down trying to 
design a better proposal, let’s do 
research on how MCMC is 
exploring the space.





What does it even mean to explore tree space well?



Mixing over topologies can be a problem!

https://doi.org/10.1093/ve/veae081 

Marius Brusselmans

https://doi.org/10.1093/ve/veae081


Topological 
lack of 
convergence 
is common 
in viral data 
sets.

Jiansi Gao
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The simple dream of DL for phylogenetic inference

One-hot 
sequence 
data

Fully 
formed 
tree



Phyloformer (Nesterenko et al, 2024)

https://doi.org/10.1101/2024.06.17.599404


IMHO, two ideas make phylogenetic 
inference possible.

1. Iterative tree improvement
2. Felsenstein / Fitch

Let’s do those for DL!



A start:

We can use partial likelihood
vectors instead of one-hot
encoded vectors as input for
a phylogenetic neural network. Minh BuiNhan Trong Ly

https://www.biorxiv.org/content/10.1101/2024.10.28.620561v1 

https://www.biorxiv.org/content/10.1101/2024.10.28.620561v1
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https://www.eff.org/ai/metrics 

https://www.eff.org/ai/metrics


Check out Lena’s poster about online 
tree stability

“a missing paper” -- Alexis Stamatakis 

https://dx.doi.org/10.1093/sysbio/syae059 

Lena Collienne

https://dx.doi.org/10.1093/sysbio/syae059
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https://doi.org/10.1371/journal.pcbi.1011084 

moving one node (green diamond) through embedding space. a) joint 
probability p(T, Y), b) symmetric difference from best tree topology and c,) total 
length. 

https://doi.org/10.1371/journal.pcbi.1011084

