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Problem statement

X,9) : Metric spaces
Kx: Compact subset of X
F 1 Ky — %): continuous function, with some smoothness to be explored.

Goal:

Given a finite amount of information about F,
« find efficient methods to approximate F

- estimate the degree of approximation.
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An existence theorem'

Let o be an activation function admitting universal approximation, X
Banach space, K1 C X, K C RY compact, § : C(K;) — C(Ky). Then, for
€ > 0, f € C(Ky), there exists a network of the form

N M M
Sy Z Z Gk <Z &k ef (xe) + 91,k> o (wk-y+Ck)
branch

such that

SH) -l <e yek

'Chen, Chen, 1995



Observations

« This is an existence theorem only.

+ Requires values f as input

+ Does the whole approximation in one stroke
+ Might not be always a good idea.

- Degree of approximation with constructions were also known?

2Mhaskar, Hahm, 1996



Problem reduction

FIELDS arranceD By PORITY
- —
MORE PURE
SOCIOLOGY 15 PEYCHOLOGY IS BIOLOGY 15 WHICH 1S JusT OH, HEY, T DIDN'T
JUST APRUED  JsT APPLIED JUSTAPPLED  APPLED PHYSICS, SEE YOU GUYS ALL
PSYCHOLOGY BIOLOGY. CHEMISTRY IT'S NICE TO THE WAY OVER THERE.
\ BE ON TOR
\\ » J
%E ° J
i \ ' %
SOCIOLOGISTS  PSYCHOLOGISTS  BIOLOGISTS  CHEMISTS  PHYSICISTS MATHEMATICIANS 3

They don’t see me either!

*https://imgs.xkcd.com/comics/purity.png
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Problem reduction

/|:|—G4;N(fl)(x)
e
N~~~ .
pre-processing Gan (fm)(x)

Main processing

post-processing

Prima facie complexity: dNm.
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Problem reduction

F:X =9, F(Ke) C Ky.

Tax X =R Agx:RI =X,

max py (F, Aqx(Zax(F))) < widthy(Kx, X). Hope!
X

Im,Q_) . fy — Rm, .Am&) :R™ — 2),

max py (F(F), Ana (T (F(F)))) S widthy(Ky, D) Hope againt
3

Approximate the function f : R? — R™, f(Z, x(F)) = Zng (F(F)).
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1. Example3

3Mhaskar, Prestin 2000, 2005, Mhaskar, Nevai, Shvarts, 2013, Mhaskar, 2020



Frame operator

Let h: R — [0, 1] be infinitely often differentiable even function,
nonincreasing on [0,00), h(t) = 1if [t| < 1/2, h(t) = 0if |t| > 1. Let

g(t) = Vh(t) — h(2t),

* k . .
Vi(x) = Zg <|21) exp(ikx) € Hy_4,j > 1,
k

Wi (x) = 1.
T = [ AV x = e

2k

* ¢ 7 :
Xjk = it ¢ i(f) = T; (f, xik) = Zg <|21’)f(£) exp(ilx; k).
0
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Wavelet-like expansion

Let f € C*. Then for x € [—m, 7],

S 211
x) = Z 2! Z Cj,k(f) (X - Xj,k)
=0 k=0

where the series converges uniformly. We have

2+ 1

Zz" 'Yl =5 [ Uora
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Characterization of smoothness

Yy=r+a,r>0integer,0 < a < 1.

f € W, if f has r continuous derivatives and

sup |f(x + h) + f(x — h) = 2f (x)| = O(|A[*).

xE[—m,m]

f € W,(x) if there is | 5 xo such that for every ¢ € C*°(T), supported on |,
of € W,.
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Characterization of smoothness

f € Wyifand only if
max |c«(f)| = O27M).

0<k< 2t

Let xo € [, 7], v > 0, f € C*. We have f € W, (x) if and only if there is a
nondegenerate interval / 3 xp such that

max |¢; «(f)] = O(277).
Xj,kel

Remark: Similar theorems are known for general manifolds *.

“Mh. 2020
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Encoder/decoder

5 : C(T) — C(T),d = 2", m =24,
« Information on F € C(T): {IA-"(E)}|E|<2"

Id,C(T) = {Cj,k(F)}k:0,~~,2i+‘—1,j:0,-~,2n

- Approximate
{Cj,k(S(F))}kzo,---,2J+171,j=0,---,zt
« Reconstruct
L Sy 2wk

22777 D BV (x = x4), xu= Iy
j=0

k=0
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Problems in general theory

d, m, and the complexity of approximation need all to be large.

Solutions
+ Assume extra smoothness on f. ( Caution: the dependence on d).

+ Local approximation
« Use only values in a small neighborhood of F to approximate F(F)

(Distributed learning)
+ The approximation should adjust automatically to the local smoothness

of f.
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Conversion to the sphere

ST ={x € R : |x|g4q = 1}, SY = {x €S x441 > 0}.

Coordinate chart for Si:

(%,  Xq)

= (x1,-- , xg, 1) (14 [x[?) 2,

Focus on approximation of f : S — R.
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Ingredients

- Jacobi and spherical polynomials
« Definition of smoothness
« Quadrature formula

- Kernels
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11;=volume measure on S9, 1%(SY) = 1, wy=volume of S°.
M9=set of spherical polynomials of degree < n (restrictions to S? of

(d + 1)-variate polynomials of total degree < n).

Jacobi polynomials p&a’ﬁ) univariate polynomial of degree = ¢,

1
| AP 00p 000 = 01 x) i = b

1

2wl ((d +2)/2) (4/2:4/20) (1), (8/2/20)
n—1

Kan) = Fila+ 1)/2)@n+ d —2)Pr

PO = [ POIKsulc-yily). P,
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Smoothness classes

Lipschitz condition:

Fly) =0 < ely = Xlas;

f(y) = f(x)]

max ——— < X0
yesd |y — X[q4

Treating f(x) € MY (constant functions),

— P
min max 7[](()/) (Y)| < 00
pendyesd |y — X|a41
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Smoothness classes

Let f € C(SY), r > 0 and x € S9. The function f is said to be r-smooth at x
if there exists § = 0(d; f,x) > 0 such that

, f(y) — P(y)l
- + min max “—————"—— <00
I lldsrx == I lloo Pend yeB(x0) |x — y|7, |

flld;r = sup [Iflla;rx < oo
xeSd

Wairx = {f e C(Sd) : HfHd;r,x < oo}, Wyr={fe€ C(Sd) N llar < 00}
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Smoothness classes

Let f : [-1,1] — C. Then f has an analytic extension to
{ze C:|z+Vz?> — 1| < e’} if and only if

1/n
lim sup {‘LI;];II_II’I If — ’DHoo,[l,l]} =e <1

n—00
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Smoothness classes

Let f € C(SY), x € SY, p > 0. The function f is said to be p-analytic at x if
there is exists 0 = 0(d; f,x) > 0 such that

llae,. = [IFlloe + sup {exp (pr) min [If — PHOO,B(X,@} < .
Adipx = {fe C(Sd) : HfHAd;p,x < oo.}

Fllag, = [flloo + sup {exp (pn) Eg:n(£)}

Adp = {f € C(87) : [Iflla,, < oo}
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MZ quadrature formula

Let n > 1. A measure v on S? is called Marcinkiewicz-Zygmund quadrature
measure of order n (v € MZQ(d; n)) if

/Pdu:/ Pdys, P end,
Sd Sd

* d
PRA) < Wllan [ 1PRAWG, Pem,
Sd sd

and

June 8, 2023 16/ 21



MZ quadrature formula

Let C C S9. There exists C = C(d) such that if

§(C) = max mm p(x,y) < C/n,
xeSd ye

then there exists® a v € MZQ(d; n) supported on C.

SMhaskar, Narcowich, Ward, 2001, Filbir, Mhaskar, 2011



Tchakaloff’s theorem

Let n > 1. There exist positive numbers wy, and points yy,
k=1,---,dim(N9), such that

dim(M9)

> wv) = [ Pdiily). P

k=1

Remark. If v} is the measure associating the mass wy with yy, then

vy € MZQ(d; n).
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p(d/2+r,d/272)(X) (1 +X>n

Dinr(x) = Kai(a+2)n(x) ((13/2+r,d/2—2)

Pn (1)

Tandv 1)) = [ F)Paelx- Y)r(y)

2

Remark:

+ The measure v depends only on the locations at which f is sampled,
not f itself. It is a pre-computation.

+ The construction is universal approximation; defined for all f, without
requiring prior assumptions on smoothness of f.
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Pl =0 (14"
Piin,r(X) = Kg.(d12)n(X) (d/2+r,d/2—2) 2 ‘
Pn (1)

OTd;n,r(ljvf)(x) = Sdf(Y)q)d;n,r(X ' Y)dV(Y)

Eanlf) = min [If = Pl

Theorem

If v € MZQ(d; 2(d + 2)n), then for f € C(S9),

Ed;z(d+2)n(f) <|f = odnrVifllo S d1/6|||V|”d;2(d+2)nEd;n(f)~
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Local approximation

Letd >4,xeS9 r= r(x) > 0,and f € Wy, . Let nd > (d + r + 1)%,
v € MZQ(d; 2(d + 2)n). If nis large enough so that

5” = V M% S 6(d'f7 X),

d°(\f 1wy, Ml dia(d+2)n
dim(N

then

f(x) = aain (Vi ))X)] S

g(dJrZ)n)r/d

Moreover,

= AW Iwall2(a+2)n

~ r/d

dim(l—l‘zj(dﬂ)n) /

‘f (x) — / Painr(x - y)f(y)dv(y)
B(x,0n)
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Local approximation

Letd >4,r >0,nd > (d + r+1)% v € MZQ(d; 2(d 4 2)n). If x € S,
f € Ad.px and 6 = §(d; f,x) (as in definition of Ag., ). Then with

A = min(p, §2/4 — 2log(4/9)),

F(x) = 0anr (Vi )OS dV/ exp (=) [If ]l ag, [l llogas2)n:

and

Fx) - / s (x y)F(y)di(y)|
B(x,0(d;f,x))

N d"/e exp (—nA) Hf”Ad;p,x ”|V|”2(d+2)n'
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From polynomials to networks

¢ [~1,1] = R, ¢(1) ~ 32520 $(0)pL B2 0 (1) plP A ),

Any P € N9 (with degree n) can be exptessed in the form

P(x) = >y_, Pe(x), where P, is homogeneous, harmonic polynomial of
total degree /.

Let
Dy(P)(x) =Y _ $(0) " Py(x),
/=0
Then
P(x) = g ¢(x - 2)Dy(P)(z)dpig(z).
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From polynomials to networks

Puinelx-¥) = [ 00 2Du(Oun, o) D))
Discretization leads to a (pre-fabricated) zonal function network of the

form >~ ax(y)p(x - z4), where ©

+ z; are fixed independent of x,

« ay are pre-computed functions of y

- The size of the network ~ dim(IM9).

+ No training is required.
TINN for PINN?

®Mhaskar, Narcowich, Ward, 1999, Mhaskar, 2006, 2010, 2019, 2020, 2020
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Thank you.
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