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Abstract. We describe algorithms for computing geometric invariants for

Hilbert modular surfaces, and we report on their implementation.

1. Introduction

1.1. Motivation. Modular curves serve as essential motivation for the Lang-
lands program and provide a continued and rich domain for mathematical study
and explicit computation. As we consider possible generalizations, we move up in
dimension and encounter Hilbert modular surfaces. A first step in surveying the
fascinating landscape of Hilbert modular surfaces would be to organize and tabulate
their basic arithmetic and geometric invariants in a sufficiently general manner.

In this paper, we begin to undertake this task. We design and implement
algorithms to compute invariants—including cusp and elliptic cycle data, Chern
and Betti numbers, arithmetic genus, and Kodaira type—and then compile data
for a range of Hilbert modular surfaces. Our effort builds upon foundational work
of Hirzebruch [10, 11], Hirzebruch–van der Geer [12], and van der Geer [21], who
systematically computed invariants up to discriminant 500 restricted to level 1 and
the group SL2. (There has also been substantial work in higher dimension, but
continuing in level 1 and for the group SL2: see the survey by Grundman [9].)
Here, we generalize to nontrivial level and work with both SL2 and GL+

2 , which
requires new analysis.

Our code is implemented in Magma [3] and is available online [1]; the associated
dataset is also available online [2]. For the subset where our computations overlap
with existing work above, we have verified that it matches. We are in the process
of including this data in the L-functions and Modular Forms Database (LMFDB)
[14], to make it easy to browse and search.
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2 ASSAF, ET AL.

1.2. Organization. The paper is organized as follows. After setting notation
in section 2, we begin with the enumeration of cusps and their resolution using
Hirzebruch–Jung continued fractions in section 3, generalizing work of Dasgupta–
Kakde [5]. Next, in section 4 we turn to the enumeration of elliptic points and
describe their rotation factors using the theory of embedding numbers and work of
Prestel [16]. In section 5, we compute the generating series for the dimension of
spaces of cusp forms. With these three main ingredients in hand, in section 6 we
compute the desired numerical invariants, including Chern numbers, Betti num-
bers, and in some cases the Kodaira dimension. We conclude in section 7 with a
description of the data tabulated, as well as directions for future work.

1.3. Acknowledgements. We thank Lassina Dembélé, Helen Grundman and
the anonymous referees for helpful comments, as well as Sara Chari, Michael Musty,
Shikhin Sethi, and Samuel Tripp for their contributions on related parallel work.

2. Preliminaries

References for Hilbert modular forms include Freitag [7], van der Geer [21],
and Goren [8]; for a computational introduction, see Dembélé–Voight [6].

2.1. Basic notation. Throughout, let F be a totally real field of degree n :=
[F : Q] with discriminant dF , and let PlF be the set of places of F . (We will
eventually restrict F to be a real quadratic field, but some of our results hold in
this general case.) Let R := ZF be the ring of integers of F , and let ClR be the
class group of R with h = h(R) := # ClR its cardinality.

For a real place v : F ↪→ R and a ∈ F , we write av := v(a) ∈ R. Similarly, for
α ∈ M2(F ) write αv ∈ M2(R) for the matrix obtained by applying v to a entrywise.
In our algorithms, we fix an ordering of real places by the roots of a polredabs

defining polynomial for F . Let sgn : F× → {±1}n be the sign map. We say a ∈ F×
is totally positive if a ∈ ker sgn (i.e., av > 0 for all v), and write F×>0 (resp. R×>0) for
the group of totally positive elements of F (resp. totally positive units of R). Let
Cl+R be the narrow class group of R with cardinality h+ = h+(R) := # Cl+R.
There is an exact sequence

(2.1.1) 1→ {±1}n/ sgn(R×)→ Cl+R→ ClR→ 1

so the natural surjection Cl+R → ClR is an isomorphism if and only if there are
units of R of all possible signs.

Let H := {z ∈ C : Im z > 0} be the upper half-plane equipped with its
hyperbolic metric and let H := Hn, with the product indexed by the real places v.
The group

(2.1.2) GL+
2 (F ) := {γ ∈ GL2(F ) : det γ ∈ F×>0}

acts naturally by orientation-preserving isometries on H via coordinatewise linear
fractional transformations

(2.1.3) z := (zv)v 7→ γz := (γvzv)v :=

(
avzv + bv
cvzv + dv

)
v

.
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HILBERT MODULAR SURFACES 3

For a nonzero ideal N ⊆ R and a (nonzero) fractional R-ideal b ⊂ F , we define
the standard congruence subgroups of level N by
(2.1.4)

Γ0(N)b :=

(
R b−1

Nb R

)
∩ det−1(R×>0)

=

{(
a b
c d

)
∈ GL+

2 (F ) : a, d ∈ R, b ∈ b−1, c ∈ Nb, ad− bc ∈ R×>0

}
,

Γ1(N)b :=

(
1 + N b−1

Nb R

)
∩ det−1(R×>0)

so that Γ1(N)b ≤ Γ0(N)b ≤ GL+
2 (F ). These subgroups arise naturally, since

(2.1.5) Γ0(1)b = GL+(R⊕ b)

is the group of oriented R-module automorphisms of R ⊕ b and Γ0(N)b is the
subgroup that stabilizes the first factor modulo N. (Every projective R-module of
rank 2 is isomorphic to R⊕ b for some b.)

For α ∈ F×>0, conjugation by ( α 0
0 1 ) defines an isomorphism

(2.1.6) Γi(N)b ' Γi(N)αb

for i = 0, 1; so up to isomorphism we may take the fractional ideals b among a
choice of representatives of Cl+R. (This corresponds to an oriented isomorphism
R ⊕ b ' R ⊕ αb.) It is sometimes convenient to choose the indexing ideal b to be
integral and a multiple of the different of F .

We may also take the kernel of the determinant map on these groups, giving

(2.1.7) Γ1
i (N)b := ker(det |Γi(N)b) = Γi(N)b ∩ SL2(F )

for i = 0, 1 and an exact sequence of groups

(2.1.8) 1→ Γ1
i (N)b → Γi(N)b → R×>0 → 1.

In view of (2.1.1), modulo scalars these groups agree when Cl+R = ClR.
For any subgroup Γ ≤ GL+

2 (F ), we denote by PΓ its image under the projection
map GL+

2 (F ) → PGL+
2 (F ). Then PΓ1

i (N)b ≤ PΓi(N)b is a subgroup of index
dividing 2n−1 (for i = 0, 1).

Remark 2.1.9. We might also consider other subgroups refining the determinant,
for example, matrices whose determinant is 1 modulo N. These alternate families
are organized by characters; we hope to pursue this in future work.

A more general definition of congruence subgroups is the following. We define
the full level subgroup (or principal congruence subgroup) of level N by

(2.1.10) Γ(N)b :=

(
1 + N Nb−1

Nb 1 + N

)
∩ det−1(R×>0)

and say Γ ≤ GL+
2 (F ) is a congruence subgroup if PΓ is conjugate to a group that

contains PΓ(N)b for some N, b. For the most part, we restrict attention to standard
congruence subgroups in this article.
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2.2. Hilbert modular varieties. Let Γ < GL+
2 (F ) be a congruence sub-

group. Via the action (2.1.3), the group Γ is a discrete group acting properly on
H. The group PΓ acts faithfully on H. The quotient

(2.2.1) Y (Γ)(C) := Γ\H

is a complex orbifold of dimension n. The complex analytic space Y (Γ)(C) is the
set of complex points of a quasi-projective variety Y (Γ), called a Hilbert modular
variety; this variety has a canonical model, defined over its reflex field (a number
field). Hilbert modular varieties admit an interpretation as a moduli space for
polarized abelian surfaces with real multiplication and level structure.

The Baily–Borel compactification of Y (Γ) is obtained by adding finitely many
points as follows. Let H∗ := H ∪ P1(F ) be the completed product of upper half-
planes. The action (2.1.3) of Γ on H extends to an action on H∗. The cusps of Γ
are the orbits of P1(F ) under Γ. Then the analytic space

(2.2.2) Y (Γ)(C) := Γ\H∗

obtained from adding cusps is compact, and Y (Γ) is a proper variety. However,
Y (Γ) is singular at the cusps (and any elliptic points) when n > 1. For n = 2, there
exists a minimal desingularization

(2.2.3) π : X(Γ)→ Y (Γ)

which can be understood explicitly: algorithms for enumerating and resolving cusps
and quotient singularities are investigated in sections 3 and 4. However, this only
gives a minimal resolution for each singular point. There may still be curves to
blow down to get the minimal model X(Γ): see section 6.4.

For these varieties we will also use the notation X0(N)b = X(Γ0(N)b), and

(2.2.4) X0(N) :=
⊔

[b]∈Cl+ R

X0(N)b, X1(N) :=
⊔

[b]∈Cl+ R

X1(N)b,

gathering components.

2.3. Hilbert modular forms. Hilbert modular varieties can be understood
explicitly by studying their modular forms, defined as follows. Let Γ < GL+

2 (F ) be
a congruence subgroup, and let k = (ki)i ∈ 2Zn≥0. A Hilbert modular form of (even)
weight k for Γ is a holomorphic function f : H → C such that

(2.3.1) f(γz) =

(∏
v

(cvzv + dv)
kv

det(γv)kv/2

)
f(z)

for all γ ∈ Γ and z ∈ H, with the additional condition that f remains bounded in
vertical strips in the case F = Q.

The C-vector space of Hilbert modular forms for Γ of weight k is finite-dimen-
sional and denoted Mk(Γ). Restricting to parallel weights (i.e., all ki are equal to
some k ∈ Z), multiplication gives

(2.3.2) M(Γ) :=
⊕

k∈2Z≥0

Mk(Γ)

the structure of a graded ring.
A cusp form is a Hilbert modular form f such that f(z) → 0 as z → c for all

cusps c of Γ. Let Sk(Γ) ⊆ Mk(Γ) denote the subspace of cusp forms. There is a
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HILBERT MODULAR SURFACES 5

natural integration pairing, called the Petersson inner product, between Mk(Γ) and
Sk(Γ) which provides an orthogonal decomposition

(2.3.3) Mk(Γ) = Ek(Γ)⊕ Sk(Γ);

we call Ek(Γ) the Eisenstein subspace.
For standard congruence subgroups, one can define related spaces of modular

forms by gathering components: we write

(2.3.4) Mk(Γ0(N)) :=
⊕

[b]∈Cl+ R

Mk(Γ0(N)b),

and similarly define Sk(Γ0(N)), Mk(Γ1
0(N)), M(Γ0(N)), etc.

Remark 2.3.5. More expansively, we may also be interested in subspaces of lifts,
forms of non-parallel (and even non-paritious) weight, the decomposition into eigen-
forms (with attached L-functions, Galois representations, and motives), etc. Here,
we restrict our scope to those aspects that are relevant for basic surface invariants.

3. Cusps

A fundamental invariant of a Hilbert modular variety is the number of its cusps,
the orbits of P1(F ) under the attached congruence subgroup Γ, arising in its com-
pactification. We wish to enumerate these cusps explicitly. These cusps are singular
points (except for modular curves); for certain Hilbert modular surfaces, the num-
ber of curves in the minimal resolution, as well as their intersection numbers, are
pleasantly determined by Hirzebruch–Jung continued fractions.

3.1. Cusp enumeration. For the groups Γ1(N)b, Dasgupta–Kakde [5] give
an explicit enumeration of cusps. We now recall their notation and method [5,
Section 3], and we generalize it to the cases of Γ0(N)b,Γ

1
0(N)b, and Γ1

1(N)b. In this
section, F is any totally real field.

For i = 0 or 1, a cusp of Γi(N)b or Γ1
i (N)b is represented by (a : c) ∈ P1(F ).

We define

(3.1.1)
s = s(a, c) := aR+ cb−1

M = M(a, c) := N + c(bs)−1.

Lemma 3.1.2. The ideal M is well-defined (independent of the chosen represen-
tative of the cusp) and integral.

Proof. Scaling a, c by an element of F× changes s but this cancels out in M.
Since c ∈ bs, the ideal M is integral. �

For a fractional ideal s and an integral ideal M of R, let (s/sM)× be the set of
generators of s/sM as an (R/M)-module, and let

(3.1.3) Rs
M := (s/sM)×/R×>0, Rs,1

M := (s/sM)×/R×2

be the quotients of this set under multiplication by totally positive units and under
multiplication by squares of units, respectively. Let

(3.1.4) P1(N)b :=
{

(s,M, (a, c)) : N ⊆M ⊆ R, (a, c) ∈ Rs
M ×RsbM

N/M

}
.

where s is a fractional ideal of F and M is an integral ideal.

30 Jun 2023 13:56:29 PDT

230122-Kieffer Version 2 - Submitted to LuCaNT



6 ASSAF, ET AL.

To deal with level Γ0(N)b, we further denote

(3.1.5) RM,s,b,N :=
(
Rs

M ×RsbM
N/M

)
/(R/N)×,

where the action of (R/N)× on Rs
M ×RsbM

N/M is given by

(3.1.6) x · (a, c) = (xa, x−1c),

and similarly define

(3.1.7) P0(N)b := {(s,M, (a, c)) : N ⊆M ⊆ R, (a, c) ∈ RM,s,b,N} .
We then have the following.

Lemma 3.1.8. There are natural bijections

(3.1.9)
ϕ1 : Γ1(N)b\(F 2 \ {0})→ P1(N)b

ϕ0 : Γ0(N)b\(F 2 \ {0})→ P0(N)b

given by (a, c) 7→ (s,M, (ā, c̄)), where s = s(a, c) and M = M(a, c) are as in (3.1.1).

Proof. The map ϕ1 is well-defined and bijective by Dasgupta–Kakde [5,
Lemma 3.6]. To see that ϕ0 is well-defined, let γ = ( p qr t ) ∈ Γ0(N)b, so that
p, t ∈ R, q ∈ b−1, and r ∈ bN. Then
(3.1.10)

s(pa+ qc, ra+ tc) = (pa+ qc)R+ (ra+ tc)b−1

= a(pR+ rb−1) + c(qR+ tb−1) ⊆ aR+ cb−1 = s(a, c).

Using γ−1, we obtain the reverse inclusion, so s(pa+qc, ra+tc) = s(a, c). Similarly,

(3.1.11)

M(pa+ qc, ra+ tc) = N + (ra+ tc)(bs)−1

= N + ra(ab + cR)−1 + tc(bs)−1

⊆ N + c(bs)−1 = M(a, c),

and using γ−1, we have M(pa+ qc, ra+ tc) = M(a, c).
Since q ∈ b−1 and r ∈ bN, we see that qc ∈ cb−1 ⊆ sM and ra ∈ abN ⊆ sbN,

hence (pa+ qc, ra+ tc) = (pa, tc), where bars indicate classes in RM,s,b,N. We also
know that pt− qr = det(γ) ∈ R×>0. In particular, as aqr ∈ sN ⊆ sM, we see that

(3.1.12) a = (pt− qr)a = pta− qra = pta.

Since t maps to (R/N)×, its action yields t ·(pa, tc) = (pta, c) = (a, c), showing that
the pairs are equivalent under the action, and establishing that ϕ0 is well-defined.

We now show that ϕ0 is bijective. Surjectivity follows from the surjectivity
of ϕ1. For injectivity, suppose that

(3.1.13) ϕ0(a, c) = ϕ0(a′, c′) = (s,M, (ā, c̄)).

From the third component of (3.1.13), there exist an element d ∈ (R/N)× and
totally positive units εa, εc ∈ R×>0 such that

(3.1.14)
a′ ≡ d−1εaa (mod sM)

c′ ≡ dεcc (mod sbN).

Choose δ = ( p qr t ) ∈ Γ0(N)b such that p ≡ d−1 mod N and t ≡ d mod N. Acting
on (a′, c′) by δ, we may suppose that a′ ≡ εaa (mod sM) and c′ ≡ εcc (mod sbN).
The result now follows from the injectivity of ϕ1. �
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HILBERT MODULAR SURFACES 7

Analogously, we define R1
M,s,b,N and P1

i (N)b for i = 0, 1 to deal with levels

Γ1
i (N)b, and obtain analogous bijections

(3.1.15)
ϕ1

1 : Γ1
1(N)b\(F 2 \ {0})→ P1

1 (N)b

ϕ1
0 : Γ1

0(N)b\(F 2 \ {0})→ P1
0 (N)b

due to the exact sequence 0→ PΓ1
i (N)b → PΓi(N)b → R×>0/R

×2 → 0.
For each M | N, we denote by Qi(M,N) the set of cusps (a : c) of Xi(N)

such that M(a, c) = M, and by Pi(M,N)b ⊆ Pi(N)b the set of tuples whose second
coordinate is M, for i ∈ {0, 1}. We denote by Q0(M,N) the quotient of the product
of narrow ray class groups Cl+(M)× Cl+(N/M) by the subgroup generated by

(3.1.16)
{(

[xR], [x−1R]
)

: x ∈ R, xR+ N = R
}
.

Similarly, we denote by Q1(M,N) the quotient of Cl+(M) × Cl+(N/M) by the
subgroup generated by

(3.1.17)
{(

[xR], [x−1R]
)

: x ∈ R, x ≡ 1 (mod N)
}
.

We then have the following corollary.

Corollary 3.1.18. For all M | N and i = 0, 1 we have #Qi(M,N) = #Qi(M,N).
Therefore, the number of cusps of Xi(N) is

∑
M|N #Qi(M,N).

Proof. For i = 1, this statement is proven by Dasgupta–Kakde [5, Corollary
3.12]. We will prove it for i = 0. By Lemma 3.1.8, taking a quotient by the natural
action of F× on both sides, we obtain a natural bijection

(3.1.19) Q0(M,N)→
⊔

b∈Cl+ R

P0(M,N)b/F
×.

There is a surjective map

(3.1.20)
P0(M,N)b/F

× → ClR

(s, (a, c)) 7→ [s].

Let U be the image of R× mapped diagonally to

V(M,N) :=
(
RRM ×RRN/M

)
/(R/N)×,

where the quotient is by the action x 7→ (x, x−1). Then the fiber over a point in the
above map is a principal homogeneous space for V(M,N)/U , which is independent
of b. Hence

(3.1.21) #Q0(M,N) = (h+h) ·#(V(M,N)/U).

We can now conclude using the exact sequence

�(3.1.22) 1→ V(M,N)/U → Q0(M,N)→ Cl+R× ClR→ 1.

The above proof also implies the following corollary.

Corollary 3.1.23. The number of cusps of X0(N) is equal to

(3.1.24) h+h
∑
M|N

ϕ>0(M + N/M),

where

(3.1.25) ϕ>0(M) = #
(
(R/M)×/R×>0

)
.
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Proof. Consider the exact sequence

(3.1.26) (R/N)
× → (R/M)

× × (R/(N/M))
× → (R/(M + N/M))

× → 1,

with the maps r 7→ (r, r−1) and (r, s) 7→ rs. Recalling (3.1.21), we see that

(3.1.27) V(M,N) ' (R/(M + N/M))
×
/R×>0,

and this isomorphism identifies U with squares of units. Since these are already
totally positive, we deduce that the action of U is trivial. (This could also be
observed directly using weak approximation.) The result follows. �

We define analogously P1
i (M,N), Q1

i (M,N) and ϕ1(M) = #
(
(R/M)×/R×2

)
.

It follows that the number of cusps of X1
i (N) is

∑
M|N #Q1

i (M,N). In particular,

the number of cusps of X1
0 (N) is given by h+h

∑
M|N ϕ

1 (M + N/M).

3.2. Explicit computation of cusps. In our implementation, we make two
modifications to the enumeration method of section 3.1 for computational conve-
nience. First, given s and M, we choose a generator g for s/sM as an (R/M)-module
and work via the isomorphism

(3.2.1)
R/M

∼→ s/sM

r 7→ gr.

We compute such a generator g by ensuring that g 6∈ sp for all prime ideals p |M,
which is possible by weak approximation. Second, instead of forming the sets Rs

M

and Rs,1
M (involving the quotient by the action of R×>0 or R×2) and then further

taking the quotient by F× as in (3.1.19), we consider only representatives of ClR as
ideals s (thus accounting for the action of all units in F× except for those in R×),
and compute the remaining quotients all at once.

We are thus led to the following algorithm for computing Pi(M,N)b/F
×, where

i ∈ {0, 1}. We use the following notation: ε is a fundamental unit of R, and ε+ is
a fundamental totally positive unit.

1. Form the direct product D = (R/M)× (R/(N/M)).
2. Split according to i. If i = 1, quotient D× by the diagonal action of R×>0 in

each coordinate, as well as the diagonal action of R×. (Quotienting by R×

partially deals with the action of F× mentioned above.) Explicitly, let

H := 〈(ε, ε), (−1,−1), (ε+, 1), (1, ε+)〉 ⊆ D×,

and compute a transversal (i.e., a complete set of coset representatives) T
for H in D×. If i = 0, quotient D× by same actions as above, as well as
the action by (R/N)× given in (3.1.6). Explicitly, let H be the subgroup
of D× generated by

{(ε, ε), (−1,−1), (ε+, 1), (1, ε+)} ∪ {(r, r−1) : r is a generator of (R/N)×}

and compute a transversal T for H in D×.
3. For each [s] ∈ ClR, compute generators g1, g2 for s/sM and sbM/sbN as

described above. Let

Qs,M := {(s,M, (g1t1, g2t2)) : (t1, t2) ∈ T} .

4. Return Pi(N)b/F
× as

⋃
[s]∈ClR

⋃
M|N

Qs,M .
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We find the cusp corresponding to a tuple (s,M, (a, c)) ∈ Pi(N)b/F
× by in-

verting the bijections of Lemma 3.1.8. To do so, we seek a, c ∈ R that are con-
gruent to a, c modulo sM and sbN, respectively, such that gcd(c, sbN) = sbM and
gcd(a, cb−1) = s. We first arbitrarily lift a and c to a0 ∈ s and c0 ∈ sbM. Adding
an element of sbN to c0 will not change gcd(c0, sbN), so we may take c = c0. Let

(3.2.2) B := {p prime ideal of R : p | cb−1 and p - sM}.
To find a, we construct an element x ∈ R such that

• x ∈ sM,
• if p ∈ B and p | a0, then vp(x) = vp(s), and
• if p ∈ B and p - a0, then vp(x) > vp(s),

and then set a = a0 + x. (This again amounts to specifying valuations of x at
finitely many primes.) The first condition ensures that a has the same reduction
modulo sM as a0, and the latter two conditions guarantee that gcd(a, cb−1) = s.

We compute P1
i (M,N)b/F

× using the above algorithm, replacing ε+ by ε2,
and find the cusps corresponding to tuples in P1

i (N)b/F
× in the same manner.

3.3. Resolving cusps. Cusps usually are very singular points of the Baily–
Borel compactification Y (Γ). In this section, we explicitly resolve cusps following
van der Geer [21, chapter II] and van der Geer–Hirzebruch [12, chapter II.1])
assuming that F is a real quadratic field. Hirzebruch’s method readily applies to
full level (principal congruence) subgroups Γ(N)b, and we explain how to generalize
it to other natural congruence subgroups. In the end, we obtain a description of the
preimage of each cusp in the minimal desingularization X(Γ) → Y (Γ) as a cyclic
configuration of P1’s with known self-intersection numbers. This data is essential
to the computation of the geometric invariants of the surface in section 6.

We start by describing the general procedure for desingularizing cusps for any
congruence group Γ < GL+

2 (F ). Let (a : c) ∈ P1(F ) be a cusp of Y (Γ). There exists
a matrix γ ∈ GL+

2 (F ) taking (a : c) to ∞ = (1 : 0). The resolution of (a : c) can
then be described in terms of the isotropy group of γΓγ−1 at∞, in other words, the
subgroup of upper-triangular matrices in γΓγ−1, seen as a transformation group
on H. Hirzebruch’s method directly applies when this transformation group can be
written as

(3.3.1) G(M,V ) :=

(
V M
0 1

)
,

where V ⊆ F×>0 is a group of totally positive units and M ⊂ F is a Z-module of
rank 2 such that VM = M . We say that the cusp (a : c) is of type G(M,V ).

This condition is known to hold when Γ = Γ(N)b; we will see that it also holds
when Γ is one of Γ0(N)b, Γ1

0(N)b, Γ1
1(N)b, and also Γ1(N)b if N is squarefree.

Remark 3.3.2. For a general congruence subgroup Γ such that PΓ(N)b ≤ PΓ, a
promising computational approach is to resolve the cusps for the action of Γ(N)b
and quotient the resulting smooth surface by the finite group PΓb/PΓ(N)b; we do
not pursue this further in this paper.

Once G(M,V ) is known, the intersection numbers we are looking for can be
explicitly computed as follows. Let v, v′ : F ↪→ R be the two ordered embeddings
of F in R. We say that a Z-basis (x, y) of M is oriented if

(3.3.3) v(x)v′(y)− v′(x)v(y) > 0.
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Necessarily, exactly one of (x, y) or (y, x) is oriented. Given an oriented basis (x, y)
of M , we compute the Hirzebruch–Jung continued fraction of v(x/y), as follows:

(3.3.4) v(x/y) = b0 −
1

b1 −
1

b2 − . . .

=: [[b0, b1, . . . ]],

where b0 is the smallest integer greater than v(x/y), then b1 is the smallest integer
greater than 1/(v(x/y)−b0), and so forth. This continued fraction is periodic; let d
be its period. For each 1 ≤ j ≤ d, we define

wj := [[bj , bj+1, . . .]].

Let k ≥ 1 be minimal such that (w1 · · ·wd)k ∈ V . Then the resolution of the
cusp (a : c) is a cyclic configuration of dk curves isomorphic to P1, with intersection
numbers (−b0, . . . ,−bd−1) repeated k times, except when dk = 1, in which case we
find one rational curve with an ordinary double point and self-intersection −b0 + 2
[21, Chapter II, Lemma 3.2].

Our new contribution in this section is the explicit description of the type of
a cusp (a : c) for standard congruence subgroups. Without loss of generality, we
can assume b and N to be coprime. We also normalize our cusp representatives
(a : c) as follows: we assume that a ∈ R, c ∈ b, and that the (now integral) ideal
s = aR+ cb−1 is coprime to N.

Lemma 3.3.5. Let s = aR + cb−1. Then there exists λ ∈ s−1 and µ ∈ s−1b−1

such that

(3.3.6) γ =

(
λ µ
−c a

)
∈
(
s−1 s−1b−1

sb s

)
∩GL+

2 (F )

satisfies det(γ) = 1 and γ(a : c) =∞.

Proof. Following van der Geer [21, Proposition I.1.1], write

(3.3.7) 1 ∈ s−1s = a s−1 + c s−1b−1.

Therefore there exist λ ∈ s−1 and µ ∈ s−1b−1 such that λa+ µc = 1. �

We now describe the types G(M,V ) of each cusp for the above level subgroups.

Proposition 3.3.8. Let s = aR + cb−1 as above, and let M = M(a, c) = N +
c(bs)−1. Then

(a) For level Γ0(N)b, the cusp (a : c) is of type G(M,V ) where

M = s−2b−1N (N + M2)−1, and

V =
{
v ∈ R×>0 : v ≡ 1 (mod M + M/N)

}
.

(b) For level Γ1
0(N)b, the cusp (a : c) is of type G(M,V ) where

M = s−2b−1N (N + M2)−1, and

V =
{
v2 : v ∈ R× and v2 ≡ 1 (mod N + N/M)

}
.

(c) For level Γ1
1(N)b, the cusp (a : c) is of type G(M,V ) where

M = s−2b−1(N/M), and

V =
{
v2 : v ∈ R× and v ≡ 1 (mod NM (N + M2)−1)

}
.
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(d) Assume that N is squarefree. Let U ⊂ R× be the subgroup of units con-
gruent to 1 modulo N/M. Then for level Γ1(N)b, the cusp (a : c) is of
type G(M,V ) where

M = s−2b−1(N/M), and

V =
{
v ∈ R×>0 : v ≡ ε (mod M) for some ε ∈ U

}
.

In each case, we can compute a matrix γ ∈ GL+
2 (F ) sending (a : c) to ∞ such that

(3.3.9) γ−1

(
v m
0 1

)
γ

lies in the chosen congruence subgroup of Γb (as a transformation, i.e. up to scalars)
precisely when (v,m) ∈ V ×M .

Proof. Let γ =
(
λ µ
−c a

)
be as in Lemma 3.3.5. As transformations of H,

elements in the stabilizer of (a : c) take the form

(3.3.10) N = γ−1

(
v m
0 1

)
γ =

(
1 + a

(
λ(v − 1)− cm

)
a
(
µ(v − 1) + am

)
c
(
λ(v − 1)− cm

)
v − a

(
λ(v − 1)− cm

))
for some v ∈ F×>0 and m ∈ F . Then N lies in Γ(1)b if and only if v ∈ R×>0 and
m ∈ s−2b−1. Note that by multiplying γ on the left by a matrix of the form

(3.3.11)

(
1 x
0 1

)
,

we can make an affine change of variables of the form m 7→ m + x(v − 1) for
any x ∈ F , provided that x(v − 1) remains in s−2b−1.

Factor N =
∏
i∈I p

ei
i , where each pi is a prime of R, and write M =

∏
i∈I p

fi
i ,

where 0 ≤ fi ≤ ei for all i. The exponents fi are related to the factorization of c:
we can write

(3.3.12) c = c′
∏
i∈I

pfii

where c′ is prime to pi whenever fi < ei. We now separate the four cases.

(a) Level Γ0(N)b. We have N ∈ Γ0(N)b if and only if for all i ∈ I, we have

(3.3.13) λ(v − 1)− cm ≡ 0 (mod pei−fii ).

If c is invertible modulo pi, then after an affine change of variables as
above, this relation becomes m ≡ 0 (mod peii ). Otherwise, λ is invertible
modulo pi (because det g is a unit, and s and b are coprime to N). A nec-

essary condition is that v ≡ 1 (mod p
min{fi,ei−fi}
i ). Then another change

of variables brings this relation into the form m ≡ 0 (mod p
max{ei−2fi,0}
i ).

(b) Level Γ1
0(N)b. Compared to the case of Γ0(N)b, we only have to add the

condition that v is a square.
(c) Level Γ1

1(N)b. We have N ∈ Γ1
1(N)b up to multiplication by a scalar

matrix if and only if the following conditions hold for all i ∈ I:

• v = w2 is a square,

• λ(w − w−1)− cm ≡ 0 (mod pei−fii ), and

• w−1 + a
(
λ(w−w−1)− cm

)
= w+ c

(
µ(w−1 −w)− am

)
is equal to 1

modulo peii .
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This implies a third relation

(3.3.14) w − a
(
λ(w − w−1)− cm

)
≡ 1 (mod peii )

which can also be deduced from the determinant 1 condition. If fi = 0,
we can rewrite this system as m ≡ 0 (mod peii ) and w ≡ 1 (mod peii ).

Otherwise, the second equation gives w ≡ 1 (mod pfii ). Write w = 1 + η
where the valuation of η at pi is at least fi. Summing the second and
third relations, we see that the valuation of η must be at least ei/2. The
equations become:

(3.3.15) 2λη − cm ≡ 0 (mod pei−fii ), a
(
2λη − cm

)
≡ η (mod peii ).

Since a is invertible modulo pi, the valuation of 2η must be at least ei−fi.
(Note that max{ei − fi, fi} ≥ ei/2 always.) The final equation can also
be rewritten as (1 + 2µc)η = acm (mod peii ). Since the valuation of η
is at least fi, an affine change of variables brings this relation into the

form m = 0 (mod pei−fii ).
(d) Level Γ1(N)b. In general, we have N ∈ Γ1(N)b up to multiplication by

a scalar matrix if and only if there exists a unit ε ∈ R× such that the
following conditions hold for all i ∈ I:

(3.3.16)
λ(v − 1)− cm ≡ 0 (mod pei−fii ), and

1 + a
(
λ(v − 1)− cm

)
= v + c

(
µ(1− v)− am

)
≡ ε (mod peii ).

Assuming N squarefree, the only cases are fi = 0 and fi = 1 (both
with ei = 1). In the first case, after a change of variables, the system
becomes m ≡ 0 (mod pi) and ε ≡ 1 (mod pi), thus ε ∈ U . In the second
case, the system reads v ≡ ε (mod pi).

The required forms of G(M,V ) are then obtain from recombining the local
conditions. In each case, a suitable global change of variables m 7→ m+x(v−1) can
be computed using the Sun Zi theorem (CRT) to obtain the desired matrix γ. �

4. Elliptic points

In general, a congruence subgroup will not act freely on H. In this section,
we seek to understand algorithmically the fixed points of the action. The key idea
will be to relate the number of elliptic points with optimal embedding numbers of
quadratic orders [22, Chapters 30 and 39].

4.1. Setup. We refer to van der Geer [21, §I.5] for basic facts about elliptic
points. Let Γ ≤ GL+

2 (F ) be a standard congruence subgroup (2.1.4) and let O be
the R-order in M2(F ) generated by Γ.

Recall that the action of Γ on H factors through the faithful action of the group
PΓ ≤ PGL+

2 (F ). We will understand stabilizers in the quotient modulo scalars, but
will then want to lift them back to GL+

2 (F ).
If γ ∈ PΓ r {1} has a fixed point z ∈ H, then this point is isolated and

tr(γ)2 − 4 det(γ) is (well-defined up to squares and) totally negative; in this case,
we call γ elliptic and its fixed point an elliptic point for Γ (or PΓ). For any z ∈ H, the
stabilizer StabPΓ(z) := {γ ∈ PΓ : γz = z} is a finite cyclic group. When this cyclic
group is nontrivial generated by γ, we obtain a quadratic CM (totally imaginary)
extension K := F (γ). We descend this to an order as follows.
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Let z ∈ H be an elliptic point, and let γ ∈ Γ be such that the image γ ∈ PΓ
generates the (nontrivial) cyclic group StabPΓ(z). Let q be the order of γ. Rescaling
by a unit, we may suppose without loss of generality that det(γ) ∈ R×>0 belongs to

a fixed set of representatives for R×>0/R
×2
>0 including 1.

Lemma 4.1.1. The following statements hold.

(a) If det(γ) = 1, then R[γ] ' R[ζ] for ζ a primitive root of unity of order 2q
such that ζ + ζ−1 ∈ F ; if [F : Q] = 2, then 1 < q ≤ 6.

(b) If det(γ) = u 6∈ R×2
>0, then 2 | q and γ2 = u−1ζ where ζ is a root of unity

of order q with again ζ + ζ−1 ∈ F ; if [F : Q] = 2, then 1 ≤ q ≤ 6.

Proof. For part (a), since γq = 1 and det(γ) = 1, we have γq ∈ F× so γq = ±1
since F is totally real. If q is even, then since γ has order q we must have γq = −1
so γ2q = 1; otherwise, q is odd and either γq = −1 already or (−γq) has order 2q.
In either case, R[γ] ' R[ζ] and tr(γ) = ζ + ζ−1 ∈ F . The second statement follows
from enumeration of cyclotomic polynomials. For part (b), we repeat (a) with γ2

in place of γ. See also Prestel [16, §8] and van der Geer [21, p. 16]. �

The collection of minimal polynomials for the elements γ from Lemma 4.1.1
is finite and effectively computable. We let Ωq denote the isomorphism classes of
R-orders S such that S ' R[γ] and 〈γ〉 = S×/R× has order q.

The assignment 〈γ〉 7→ R[γ] described above yields a bijection from the set of Γ-
conjugacy classes of elliptic points to the Γ-conjugacy classes of pairs φ, φ : S ↪→ O,
where S is a CM R-order with S× > R× and φ denotes the precomposition by the
nontrivial involution of S.

Thus, one can compute elliptic points in two steps. First, determine the list of
R-orders R[γ] such that γ generates a quadratic CM extension. Second, for each S
in the aforementioned list, determine the number of embeddings of S into S up to
Γ-conjugacy. The first task is explained by Lemma 4.1.1.

We now turn to counting embeddings of a given order. Let K be a quadratic
CM extension of F with ring of integers ZK , and let S ⊂ K be an order of K. We
also introduce the following notation: O1 and O×>0 denote the subgroups of O×
consisting of matrices γ such that det(γ) = 1 or det(γ) ∈ F×>0, respectively.

We say that an embedding φ : S ↪→ O is optimal if φ(K) ∩ O = φ(S). Not
all embeddings of S are necessarily optimal; however, given an embedding φ, there
exists a unique order S ⊆ S′ ⊂ K such that S′ is optimally embedded under φ,
namely S′ := φ−1(φ(K) ∩ O). We then obtain the decomposition

(4.1.2) {embeddings of S into O} =
⊔

S⊆S′⊂K

{optimal embeddings S′ ↪→ O}.

It is well-known how to enumerate such superorders S′. Let fS be the conductor
of S. Then for every divisor d | fS , there exists an order S′ ⊂ K containing S with
conductor d (as a ZK-module, so ZK has trivial conductor).

For a group O1 ⊂ Γ ⊂ O×, we denote by m(S,O; Γ) the number of optimal
embeddings of S into O up to Γ-conjugacy. The previous decomposition shows that

(4.1.3) #{Γ-conjugacy classes of φ : S ↪→ O} =
∑

S⊆S′⊂K

m(S′,O; Γ).

In order to compute the numbers m(S′,O; Γ) we use a local-global principle. The
field K does not satisfy the optimal selectivity condition [22, 31.1.6, condition (a) of
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Proposition 31.2.1] since B = M2(F ) is split at all real places. Let Ẑ := lim←−nZ/nZ
be the profinite completion of Z, let Ŝ′ := S′ ⊗ Ẑ and Ô := O ⊗ Ẑ. Thus for every
R-order S′ ⊆ K we have

(4.1.4) m(S′,O;O×) =
h(S)

h(R)
m(Ŝ′, Ô; Ô×),

where h(S) = # PicS [22, Corollary 31.1.10] and m(Ŝ′, Ô; Ô×) denotes the number

of adelically optimal embeddings of the adelic order Ŝ′, up to Ô-conjugacy. To
recover m(S′,O; Γ), we use the formula [22, Lemma 30.3.14]

(4.1.5) m(S′,O; Γ) = m(S′,O;O×)[nrd(O×) : nrd(Γ) nrd(S′×)].

The adelic embedding numbers m(Ŝ, Ô; Ô×), a product

(4.1.6) m(Ŝ, Ô; Ô×) =
∏
p|N

mp(S,O;O×)

of (finitely many) local embedding numbers which are given explicitly [22, §30.6
and §30.7].

4.2. Formula. For simplicity, we concentrate on the case of the modular
groups Γ0(N)b and Γ1

0(N)b. By (2.1.6), we may and do suppose that b is coprime
to the order of any torsion point, i.e., coprime to 2, 3, 5. Consider the order

(4.2.1) O = O0(N)b =

(
R b−1

Nb R

)
and notice that O1 = Γ1

0(N)b and O×>0 = Γ0(N)b.
For q ≥ 2, we denote by m1

q and m+
q the number of elliptic points of order q in

O1\H and O×>0\H, respectively. From the previous section we have that

(4.2.2)

m1
q =

1

2

∑
S⊇R[ζ2q ]

#S×tors=2q

m(S,O;O1),

m+
q =

1

2

∑
S∈Ωq

∑
S′⊃S

#S′×/R×=q

m(S′,O;O×>0).

Proposition 4.2.3. We have

(4.2.4) m1
q =

2n−1

h(R)

∑
S

h(S)

Q(S)
m(Ŝ, Ô; Ô×)

and

(4.2.5) m+
q =

2n−1

h+(R)

∑
S

h(S)m(Ŝ, Ô; Ô×),

where S runs over orders as in (4.2.2) and Q(S) is the Hasse unit index.

Proof. To compute m1
q we repeat the argument in Voight [22, Proposition

39.4.12]. The only difference is that
[
R×>Ω0 : R×2

]
=
[
R× : R×2

]
= 2n because

Ω = ∅, i.e., there are no real ramified places in B. For m+
q , we repeat the same

calculation with O×>0, so

�(4.2.6)
[
nrd

(
O×>0

)
nrd

(
S×
)

: R×2
]

=
[
R×>0 : R×2

]
= h+(R)/h(R).
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Note that the number of elliptic points of a given order q is independent of the
component b. However, as we discuss in the next section, the rotation types may
differ; consequently, their contributions to surface invariants may differ.

4.3. Rotation factors. We follow Prestel [16]. Let z = (zv)v ∈ H be an
elliptic point with stabilizer group 〈γ〉 ≤ Γ0(N)b ; let tr(γ) = t and det(γ) = u, so
that γ2 − tγ + u = 0 and t2 − 4u is totally negative. If γ =

(
a b
c d

)
, then

(4.3.1) zv =
av − dv

2cv
+

1

2|cv|
√
t2v − 4uv

(roots in the upper half-plane). The transformation z′ 7→ (z′ − z)/(z′ − z) maps z
to (0, . . . , 0); the elliptic matrix γ then acts as a rotation z 7→ ζz = (ζvzv)v of the
product of n unit discs, rotating the v-component by

(4.3.2) ζv =

(
t2v

2uv
− 1

)
− i sgn(tvcv)

√
1−

(
t2v

2uv
− 1

)2

,

so each ζv is a primitive root of unity whose order matches γ. We call the tuple
ζ = (ζv)v the rotation factor of z.

If z′ is another fixed point with stabilizer 〈γ′〉 with again tr(γ′) = t and
det(γ′) = u, then by the Skolem–Noether theorem, there exists β ∈ GL2(F ) such
that γ′ = β−1γβ. If γ has rotation factor ζ, then γ′ has rotation factor

(4.3.3) ζ ′ = ζsgn(det(β));

in particular, ζ ′ = ζ if and only if det(β) is totally positive.
Connecting this up with the previous section, we need consider optimal embed-

dings but with attention to signs of the determinant—we will encounter a modified
form of the selectivity phenomenon, so we follow the notation and conventions in
Voight [22, Chapter 31], some of which was already introduced in section 4.1. Let
K = F (γ) ⊇ F be a CM field. Choose a fixed embedding K ↪→ M2(F ) and iden-
tify K with its image; this will serve as a reference point (like a base point of a
fundamental group, see also below).

Definition 4.3.4. An embedding φβ : K ↪→ M2(F ) corresponding to conjugation
by an element β ∈ GL2(F ) is oriented if det(β) ∈ F×>0.

Let S ⊂ K be an R-order and let O ⊂ M2(F ) be an R-order. An (optimal)
embedding φ : S ↪→ O determines an embedding K ↪→ M2(F ), so we similarly
define such an order to be oriented. Let Emb+(S,O) be the set of oriented optimal
embeddings φ : S ↪→ O and let Emb+(S,O;O×>0) be this set up to conjugation

by O×>0. Let

(4.3.5) E+ := {β ∈ GL+
2 (F ) : β−1Kβ ∩ O = β−1Sβ}.

Then [22, (30.3.13)] the map which sends β to conjugation by β induces a bijection

(4.3.6) K×\E+/O×>0
∼−→ Emb+(S,O;O×>0).

Let

(4.3.7) m+(S,O;O×>0) := # Emb+(S,O;O×>0).

With this notation in hand, we can generalize the notion of selectivity to ori-
ented optimal embeddings as follows. Let GenO be the genus of the order O,
i.e. the set of orders in M2(F ) which are locally isomorphic to O.
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Definition 4.3.8. We say that GenO is orientedly genial for S if Emb+(S,O′) 6= ∅
for all O′ ∈ GenO; otherwise, we say that GenO is orientedly optimally selective.

In other words, GenO is orientedly genial for S if and only if S has an oriented
embedding into every order O′ that is locally isomorphic to O. In terms of rotation
factors, if γ has rotation factor ζ and S ⊇ R[γ], then GenO is orientedly genial for S
if and only if every order O′ locally isomorphic to O admits an optimal embedding
of S with rotation factor ζ.

Denoting by F̂ := F ⊗ Ẑ the finite adele ring of F , we attach [22, (28.5.8)]

(4.3.9) GN+(O) := F×>0 det(NGL2(F̂ )(Ô)) ≤ F̂×.

to the order O, as well as the class group

(4.3.10) ClGN+(O)R := F̂×/GN+(O).

The determinant map induces a bijection between Typ+O, the similarly defined
oriented type set of O, and ClGN+(O)R [22, Corollary 28.5.10]. By class field

theory, attached to GN+(O) is an abelian extension HGN+(O) ⊇ F .
We define the orientedly optimal selectivity condition:

(OOS) K is a subfield of the class field HGN+(O) ⊇ F .

We now restrict to the case at hand: we suppose that O is an Eichler order of
level N [22, §31.2]. Then there is a surjection Cl+R → ClGN+(O)R, presenting
this class group as the quotient of the narrow class group by the primes p | N with
ordp(N) odd. Thus (OOS) holds if and only if the following two conditions hold:

(i) K is unramified at all nonarchimedean places v ∈ PlF ; and
(ii) If p | N with ordp N odd, then p splits in K.

Theorem 4.3.11 (Oriented optimal selectivity). Suppose that O is an Eichler
order. Then the following statements hold.

(a) GenO is orientedly optimally selective for S if and only if the orientedly
optimal selectivity condition (OOS) holds.

(b) If GenO is orientedly optimally selective for S, then Emb+(S,O′) 6= ∅ for
precisely half of the types [O′] ∈ Typ+O. More precisely, if [O′] ↔ [b] ∈
Cl+R, then Emb+(S,O′) 6= ∅ if and only if Frobb ∈ Gal(K |F ) is trivial.

(c) In all cases,

(4.3.12) m(S,O′;O′×>0) = m(S,O;O×>0)

for all O′ ∈ GenO whenever both sides are nonzero.

Proof. Amazingly, the proof given by Voight [22, Main Theorem 31.1.7] ap-
plies, mutatis mutandis starting with (4.3.6). The refinement in part (b) is also
proven in the same way [22, Proposition 31.4.4, Corollary 31.4.6]. �

Corollary 4.3.13. All rotation factors for γ occur equally across the groups Γ0(N)b.

Proof. Apply Theorem 4.3.11: condition (i) above fails since K = F (γ) ⊇ F
is CM so ramified at a nonarchimedean place v ∈ PlF . �

We now return to the issue of the choice of reference embedding K ↪→ M2(F ).

Lemma 4.3.14. Assume that GenO is orientedly optimally selective for S. Let
S ⊆ S0 be a suborder of conductor f = f(S0|S), and assume that Emb+(S0,O) 6= ∅.
Then Emb+(S,O) is nonempty if and only if Frobf ∈ Gal(K |F ) is trivial.
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Proof. Let Ŝ0 := S0⊗ZẐ, and let φ̂ : Ŝ0 ↪→ Ô be a local orientedly optimal em-

bedding, corresponding to β̂ ∈ GL2(F̂ ) with the property that β̂−1K̂β̂∩Ô = φ̂(Ŝ0).

Then det(β̂) = f̂ where f̂ R̂∩F = f. Exactly as in the proof of Theorem 4.3.11(b), β̂

yields an orientedly optimal embedding φ : S0 ↪→ O if and only if f̂ ∈ F×>0 det(K̂×)
if and only if Frobf ∈ Gal(K |F ) is trivial. �

Corollary 4.3.15. Let K be a CM field, let S ⊂ K be an R-order, and let γ ∈
S× rR× be such that γR× ∈ S×/R× has finite order and generates (S×/R×)tors.
Let fγ(x) = x2− tγx+ uγ ∈ R[x] be the minimal polynomial of γ. Suppose that the
condition (OOS) holds. Then the following statements hold.

(a) The order R[γ] embeds orientedly optimally into

(4.3.16) O0(N)(1) =

(
R R
N R

)
if and only if R̂[γ] ↪→ Ô embeds optimally if and only if there exists x ∈ R
such that fγ(x) ≡ 0 (mod N), via the embedding

(4.3.17) φ(x) =

(
x 1

−fγ(x) tγ − x

)
.

(b) Let x ∈ R be such that fγ(x) ≡ 0 (mod N), and let ζ be the rotation
type for (4.3.17). Let f = f(S |R[γ]) be the conductor of R[γ] ⊆ S, so
discR[γ] = f2 discS. Then the rotation factors ζ ′ = (ζεvv )v which occur
for fixed points of optimal embeddings of S (with stabilizer of order q) into
O0(N)b are exactly those with

(4.3.18)
∏
v

εv =

(
K

fb

)
,

where

(
K

fb

)
∈ {±1} is trivial if and only if Frobfb ∈ Gal(K |F ) is trivial.

Proof. For (a), we choose the given rational canonical form φ : F (γ)→M2(F )
as our reference point. (For more on the local statement and normalized embed-
dings, we refer to Voight [22, §30.6].)

For (b), starting with the reference point (a), we combine Theorem 4.3.11(b)
and Lemma 4.3.14 with the relationship to rotation factors given in (4.3.3): S em-
beds orientedly optimally into O0(N)b if and only if Frobfb is trivial in Gal(K |F ).
Considering now all possible orientations, we obtain exactly those with ε = (εv)v
in the kernel of the composition of group homomorphisms

(4.3.19) {±1}n → Cl+R

ClR
→ Gal(K |F )

giving the reformulation in (b). �

Remark 4.3.20. The results above generalize fully to the setup considered in
Voight [22, Chapter 31], allowing a quaternion algebra B in place of M2(F ) over a
global field F .
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18 ASSAF, ET AL.

4.4. Resolution of singularities. Now suppose n = 2. Then van der Geer
[21, §II.6] explains how to resolve the singularities at the elliptic points, as cyclic
quotient singularities. The resolution of an elliptic point of order q and rotation
factor (ζq, ζ

r
q ) is given by constructing a (finite) Hirzebruch–Jung continued fraction

expansion [[b1, . . . bd]] for q/r, as in section 3.3. Then there are d curves C1, . . . , Cd
in the resolution chain, with self intersection numbers C2

1 = −b1, . . . , C2
d = −bd. In

addition Ci · Cj = δ|i−j|,1 for i 6= j. The local Chern class of this chain is

(4.4.1)

d∑
i=1

(xi + yi − 1)Ci,

the points Pi = (xi, yi) being determined by the relations P0 = (1, 0), P1 =
(
r
q ,

1
q

)
and Pi+1 = biPi − Pi−1.

5. Dimension formulas

Another basic invariant of a Hilbert modular surface is the dimensions of spaces
of cusp forms attached to it.

5.1. Hilbert series. The graded M(Γ0(N))-module S(Γ0(N)) has a Hilbert
series, defined by

(5.1.1) Hilb(S(Γ0(N))) :=
∑

k∈2Z≥0

dimSk(Γ0(N))T k ∈ Z[[T ]].

This series gives insight into the algebraic structure of the ring of Hilbert modular
forms for Γ0(N). We remind the reader that this Hilbert series sums information
from all connected components (section 2.3).

There are at least two methods to compute the Hilbert series. First, we can
use the Riemann–Roch theorem [21, Theorem 4.4], which needs the arithmetic
invariants (arithmetic genus, cuspidal resolution, counts of elliptic points with their
rotation types) computed in the next few sections. A second independent way uses
the trace formula: see Takase [20, Theorem 2], Shimizu [18, Proposition 3.3], Saito
[17, Theorem 2.1], or work of Okada [15, Theorem 2.1].

Since it can be used as an independent check of our computation of geometric
invariants, we also briefly report here on the second approach. (More details will
appear in forthcoming work of Breen–Voight [4].) We denote by ζF the Dedekind
zeta function of F , and by Nm the absolute norm map. We consider pairs (u, t)
where u ranges over R×>0/R

×2, and for a fixed u, then t ∈ R ranges over elements
such that t2 − 4u is totally negative. For a given pair (u, t), we define the order
S(u, t) = R[x]/(x2− tx+u), and let f(u, t) be its conductor, which is an ideal of R.
Throughout, let S ⊇ S(u, t) denote a superorder of S(u, t) with class number h(S).
The trace formula (for the identity) gives the following expression:

(5.1.2)

Hilb(S(Γ0(N))) = A · T 2 +B · T
(
T
d

dT

)n( T

1− T 2

)
+
∑
(u,t)

C(u, t)
∑
m≥1

Nm(D2m−2(u, t))T 2m,
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HILBERT MODULAR SURFACES 19

where

(5.1.3)

A := (−1)n−1 · h+(R),

B :=
1

2n−1
· |ζF (−1)| · h(R) ·Nm(N)

∏
p|N

(1 + Nm(p)
−1

),

C(u, t) :=
1

2

∑
S⊇S(u,t)

h(S)

[S× : R×]
m(Ŝ, Ô; Ô×),

∑
k≥0

Dk(u, t)T k :=
1

1− tT + uT 2
.

The adelic embedding numbers m(Ŝ, Ô; Ô×) were defined in section 4.1.
The term C(u, t) can be further described as follows. LetK = F (x)/(x2−tx+u)

be the CM extension of F containing S(u, t). Denote its ring of integers by ZK , its
unit group by Z×K , and its class number by h(ZK). Then

C(u, t) =
h(ZK)

2[Z×K : R×]

∑
g|f(u,t)

Nm(g)
∏
p|g

(
1−

(
K

p

)
Nm(p)

−1

)∏
p|N

mp(Sg,O;O×).

where Sg is an order with conductor g.

5.2. Explicit rational function. We delve further to give an explicit expres-
sion for the Hilbert series as a rational function in T . For each (u, t), let α(u, t)
and β(u, t) be the roots of the polynomial T 2 − tT + u. Since the discriminant is
totally negative (in particular nonzero), we can write

(5.2.1)
1

1− tT + uT 2
=

1

α(u, t)− β(u, t)

(
α(u, t)

1− α(u, t)T
− β(u, t)

1− β(u, t)T

)
.

Thus, for every k ≥ 0,

(5.2.2) Dk(u, t) =
1

α(u, t)− β(u, t)
(α(u, t)k+1 − β(u, t)k+1).

Denote by L a Galois closure for F/Q. Note that L is totally real, so the extension
L(α(u, t))/L is of degree 2. The characteristic polynomial of multiplication-by-
α(u, t) on the étale Q-algebra F (α(u, t)) of degree 2n factors over L as

(5.2.3)

n∏
i=1

(T 2 − tiT + ui) ∈ Q[T ].

The roots of this polynomial can be organized into pairs {αi(u, t), βi(u, t)}i=1,...,n,
possibly with repetition. By examining partial fraction decompositions, we obtain

(5.2.4)
∑
k≥0

Nm(Dk(u, t))T k =
1

Nm(α(u, t)− β(u, t))

∑
θ∈Θ

ε(θ)
θ

1− θT

where

(5.2.5) Θ :=

{∏
γ∈S

γ : S ⊆
n∏
i=1

{αi(u, t), βi(u, t)}
}

and ε(θ) is 1 (resp. −1) if θ contains an even (resp. odd) number of βi(u, t). Thus,

(5.2.6)
∑
m≥1

Nm(D2m−2(u, t))T 2m = T 2 1

Nm(α(u, t)− β(u, t))

∑
θ∈Θ

ε(θ)
θ2

1− θ2T 2
.
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The other terms of the Hilbert series (5.1.2) are plainly rational. We therefore have
an algorithmic way of computing Hilb(S(Γ0(N))) as a rational function, and hence
to compute dimSk(Γ0(N)) for any even k.

6. Geometric invariants

In this section, we compute geometric invariants for Hilbert modular sur-
faces X(Γ) as defined in section 2.2.

6.1. Invariants. Let X be a smooth connected algebraic surface over C. Re-
garding X as a closed oriented real 4-manifold, it has Betti numbers bi = rkHi(X,Z)
satisfying b0 = b4 = 1, b1 = b3 and an Euler number

(6.1.1) e =

4∑
i=0

(−1)ibi.

As a complex Kähler manifold, X admits Hodge numbers hp,q = dimCH
q(X,Ωp),

where Ωp denotes the sheaf of holomorphic p-forms, which satisfy hp,q = hq,p. The
geometric genus of X is pg = h0,2 and the irregularity is q = h0,1. The arithmetic
genus of X is χ = h0,0 − h0,1 + h0,2.

6.2. Volume and Chern numbers. We continue to follow van der Geer [21,
Chapter IV]. To simplify notation, write Γ(1) := PΓ(1)(1) = PGL+

2 (R). For any

discrete subgroup Γ of PGL+
2 (R)2 commensurable with Γ(1), one can define its

index as

(6.2.1) [Γ(1) : Γ] = [Γ(1) : Γ(1) ∩ Γ]/[Γ : Γ(1) ∩ Γ] ∈ Q.

In particular, for any fractional ideal b, we have [Γ(1) : PΓ(1)b] = 1. Then the
volume of the quotient Γ\H is given by the following formula:

(6.2.2) vol(Γ\H) = 2[Γ(1) : Γ]ζF (−1) = −[Γ(1) : Γ]
d

3/2
F

π2n
ζF (2),

where ζF denotes the Dedekind zeta function of F . The significance of vol(Γ\H)
for the computation of invariants of X(Γ) stems from Hirzebruch’s proportionality
principle [21, IV.2.1]. The next step is to compute the Chern numbers c21 and c2
of X(Γ). In the following statement, we say that an elliptic point of X(Γ) is of type
(n; a, b) if its rotation factor is (ζan, ζ

b
n) (cf. section 4.3).

Theorem 6.2.3 ([21, Theorem IV.2.5]). Let Γ ≤ GL+
2 (F ) be a congruence sub-

group. Then the Chern numbers c21, c2 of X(Γ) are as follows:

c21 = 2 vol(Γ\H) +
∑
σ cusp

r∑
k=1

(2− bσ,k) +
∑

a(Γ;n, a, b)c(n; a, b) ,(6.2.4)

c2 = vol(Γ\H) + `+
∑

a(Γ;n, a, b)
(
`(n; a, b) +

n− 1

n

)
(6.2.5)

where

• bσ,1, . . . , bσ,r are the self-intersection numbers of the resolution cycle above
the cusp σ,

• a(Γ;n, a, b) is the number of quotient singularities of Γ\H of type (n; a, b);
• c(n; a, b) is the self-intersection number of the local Chern cycle of a quo-

tient singular of type (n; a, b);
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HILBERT MODULAR SURFACES 21

• `(n; a, b) is the number of curves in the resolution of a quotient singularity
of type (n; a, b); and finally

• ` is the sum of the number of curves occurring in the resolution of cusps.

6.3. Hodge diamond and Betti numbers. By Noether’s formula, we have
χ = (c21 +c2)/12. Since there are no Hilbert modular forms of weight (0, 2) or (2, 0),
we have q = 0, and so pg = χ− 1 and h1,1 = e− 2χ.

The following strong sanity checks are available for our computations. First,
the arithmetic genus χ must be integral for every congruence subgroup. Second,
arithmetic genus values can be compared with dimensions of spaces of cusp forms,
computed independently in section 5. Indeed, for every N, we must have

(6.3.1)
∑

[b]∈Cl+(R)

χ(X0(N)b) = dimS2(Γ0(N)) + h+(R).

6.4. Kodaira type. If E is an exceptional curve on a surface X, i.e. E is
a smooth rational curve such that E · E = −1, then there exists a blowing-down
morphism π : X → X ′ such that π(E) is a point on X ′ and π is an isomorphism
away from E. A surface is called minimal if it does not contain any exceptional
curve. We recall the Kodaira classification of minimal surfaces with irreguarity
zero, in terms of their arithmetic genus χ and the self-intersection K2 of their
canonical divisor; see [21, VII] for details.

Kodaira dimension type χ K2

κ = −1 rational 1 8, 9

κ = 0
Enriques 1 0

K3 2 0

κ = 1 honestly elliptic ≥ 1 0

κ = 2 general type ≥ 1 ≥ 1

Table 1. Enriques–Kodaira classification: minimal surfaces, q = 0

According to Table 1, the invariants χ and K2 are enough to determine the
Kodaira dimension, except when:

(1) χ = 1 and K2 = 8, 9: rational or general type,
(2) χ = 1 and K2 = 0: Enriques or honestly elliptic,
(3) χ = 2 and K2 = 0: K3, Enriques, or honestly elliptic.

Our computational tools give us access to arithmetic genus χ and K2, which in
turn gives a list of possibilities for the Kodaira dimension. Note that in order to
compute K2 of a minimal model of the surface, we would need to count the number
of exceptional curves on Y (Γ) and further blown-down surfaces. Therefore, we only
use K2 of the original surface as a lower bound for K2 of the minimal model.

One way to get more refined results towards the Kodaira classification is to use
special configuration of curves on the Hilbert surface. Following [21], we have the
following criteria in cases (1) and (2)–(3) respectively. For (2)–(3), we rely on the
notion of an elliptic configuration [21, Definition VII.2.8].

Proposition 6.4.1 ([21, VII.2.2]). Let X be a smooth algebraic surface with q = 0
satisfying either:
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(i) X contains curves C1, C2 such that C2
1 = C2

2 = −1 and C1 · C2 > 0, or
(ii) X contains a curve C such that C2 ≥ 0 and K · C < 0.

Then X is rational.

Proposition 6.4.2 ([21, VII.2.9]). Let X be a simply-connected non-rational alge-
braic surface. If X contains an elliptic configuration C, then X is a blow-up of a K3
surface or an honestly elliptic surface. Moreover, if X also contains a (−2)-curve
D 6∈ C such that C ∪ {D} is connected, then X is a blown up (elliptic) K3 surface.

We have two natural sources of curves on Hilbert modular surfaces: the res-
olution cycles, which never contain exceptional curves, and Hirzebruch–Zagier di-
visors [21, Chapter V], which may sometimes contain exceptional curves. In our
implementation, we currently only use Hirzebruch–Zagier divisors for the full level
N = (1). The intrinsic RationalityCriterion looks through the irreducible com-
ponents of Hirzebruch–Zagier divisors which are exceptional, computes their inter-
section numbers with the cuspidal resolution cycles and checks, for any subset S
of disjoint exceptional curves, whether the rationality criterion is satisfied for the
surface obtained by blowing down the curves in S. This verifies some of the results
of [21] computationally.

6.5. Results. We consider Hilbert modular surfaces with Γ1
0(N)b-level struc-

ture for simplicity; the other level structures could be analyzed similarly.
Table 2 shows surfaces X1

0 (N)b with N 6= (1) within our dataset in Section 7
which could be rational according to Table 1. We expect this list to exhaust rational
surfaces, but not all of the ones in this list to be rational. In Table 2 (and Table 3
to follow), we write pp for any ideal of F above a prime p ∈ Z, and the component
ideal b is described by its genus [21, pp. 3]. In future work, we hope to check which
surfaces in the table are indeed rational, by studying Hirzebruch–Zagier divisors on
Hilbert modular surfaces of higher level.

dF Genus of b N

5 + p2, p5, p3, p11, p2
2, p19, p2p5, p2

5, p29, p2p11, p59

8 + p2, p2
2, p7, p3

2, p2p7, p4
2, p23

12 ++ p2, p3, p2
2, p2p3, p2

3, p11

12 −− p2, p3, p2p3, p11

13 + p3, p2
3

17 + p2, p2
2

24 ++ p3

28 ++ p2

Table 2. Surfaces X1
0 (N)b for N 6= (1) satisfying χ = 1 and K2 ≤ 8

Similarly, Table 3 shows surfaces X1
0 (N)b with N 6= (1) within our dataset in

Section 7 which could be K3, honestly elliptic, or general type We also expect this
list to be exhaustive. Similarly to our implementation of the rationality criterion,
one could implement the criterion for X to be a blown-up K3 surface. This would
require describing all the Hirzebruch–Zagier divisors on higher level Hilbert modular
surfaces, including the genera of their irreducible components, their self-intersection
numbers, and their intersection numbers with the resolution cycles.
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dF Genus of b N

5 + p31

8 + p3, p17, p5
2

12 ++ p3
2, p2

2p3, p4
2

12 −− p2
2, p3

2, p2
2p3

13 + p2, p3p3 = (3)

17 + p2p2 = (2), p3
2

21 ++ p3, p2, p5, p7, p2
3

21 −− p3, p5

24 ++ p2, p2
2

24 −− p2

28 ++ p3, p2
2, p2

3

28 −− p3

33 ++ p2, p3, p2
2

33 −− p2

Table 3. Surfaces X1
0 (N)b for N 6= (1) satisfying χ = 2 and K2 ≤ 0

7. Data computed

The data resulting from our computations is publicly available online [2]. We
hope to include it in the LMFDB in the near future.

7.1. Scope of data. We computed geometric invariants χ and K2 (hence
the Hodge diamond) for all Hilbert surfaces attached to congruence subgroups
Γ0(N)b and Γ1

0(N)b for real quadratic fields F with discriminant dF ≤ 3000 and

levels N with Nm(N) ≤ 5000/dF
3/2, where b ranges over all possible narrow classes

in Cl+(R). (This cutoff is meant as a rough approximation for the volume of the
surface.) We find 4517 possibilities for (F,N, b) in this range. Table 4 displays
timings for computing the geometric invariants and cusp resolutions for Γ0 and Γ1

0.

Γ0 Γ1
0

invariants 104.46 92.36

cusps 53.99 52.53

Table 4. Timings for the various computations, given in CPU minutes

We also computed the Hilbert series for the dimensions of cuspidal spaces
Sk(Γ0(N)) in the above range, but omitted some examples that took more than
3 hours. We hope to return to these cases in the future.

7.2. Features of the data. Table 5 presents the distribution of the different
surface types in our dataset. Of the 4517 surfaces X0(N)b (resp., X1

0 (N)b), in
all but 184 (resp., 175) cases the invariants we computed allowed to completely
determine the surface’s Kodaira dimension.
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Type Kodaira dimension Γ0 Γ1
0

rational κ = −1 18 15

honestly elliptic κ = 1 7 16

general type κ = 2 4308 4311

unknown

κ ∈ {−1, 2} 61 44

κ ∈ {0, 1} 5 12

κ ∈ {0, 1, 2} 51 43

κ ∈ {1, 2} 67 76

total 184 175

Table 5. Counts for the number of Hilbert modular surfaces in
our dataset of each Kodaira dimension

7.3. Examples. Below we present some interesting examples of surfaces that
we observed in our dataset.

Example 7.3.1. Let F = Q(
√

85) and N = (1). Then h = h+ = 2; a representative

for the nontrivial narrow class b = (3, 1 +
√

85).
For X0(N)(1), we find χ = 4. We initially compute K2 = −8 using (6.2.4);

however our model for the surface is not minimal. We find that the Hirzebruch-
Zagier divisors F1 and F4 each consists of two exceptional curves, and we can blow
down successively 6 + 2 = 8 exceptional curves to find that K2 = 0. From the
results in Table 1, we conclude that κ = 1 and hence the surface is honestly elliptic.

For the other component X0(N)b, we compute that χ = 4 and initially find that
K2 = 0. Again our model is not minimal and this time we find 2 exceptional curves
as the components of the Hirzebruch-Zagier divisor F3, which lead to a corrected
computation of K2 = 2. This implies that κ = 2 and the surface is of general
type. Thus we have found a Hilbert modular surface whose components belong to
different Kodaira classes, and hence are not isomorphic or even birational.

Example 7.3.2. Let F = Q(
√

11) and N = (1). Then h = h+ = 2; a representative

for the nontrivial narrow class is b = (3 −
√

11). Both X1
0 (N)(1) and X1

0 (N)b are
simply connected by [21, Theroem IV.6.1], so we may use Proposition 6.4.2.

For X1
0 (N)(1), we have χ = 2. We find that F1 has two components, giving rise

to successive blow-downs of 6 exceptional curves, as in Example 7.3.1, and F4 is an
exceptional curve intersecting a (−2)-curve, leading to K2 = −8+8 = 0 via 2 more
blow-downs. We cannot determine the Kodaira dimension exactly, as Table 1 only
tells us that κ ∈ {0, 1}. For X1

0 (N)b, we have χ = 3 and K2 = −2 + 2 = 0. Thus
κ = 1 and the surface is honestly elliptic.

Example 7.3.3. Let F = Q(
√

165) and N = (1). In this case, Cl(R) ' C2 and
Cl+(R) ' C2×C2, where C2 is the cyclic group of order 2. Computing for X1

0 (N)(1),
we find that χ = 4. The existence of 20 exceptional curves coming from Hirzebruch-
Zagier divisors gives K2 = −20 + 20 = 0. Thus κ = 1 and the surface is honestly
elliptic. By contrast, for X0(N)(1) we have χ = 3 and K2 = −10 + 20 = 10, and
hence κ = 2 and the surface is of general type. (We note in passing that, for both
X0 and X1

0 , the remaining 3 components are all of general type.)

Example 7.3.4. When F = Q(
√

13) and N = (1), we verify that the Hilbert
modular surface is rational. We consider the Hirzebruch–Zagier divisor F3, which
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in this case consists of a single curve, and compute that we have the following con-
figuration of curves in both cases, where the thick lines are curves in the resolutions
of the cusps.

F3

−1

−2

−2

−1

−1

We blow down the exceptional curve F3 and apply Proposition 6.4.1 to conclude
that the surface is rational. This process is excecuted in RationalityCriterion.

7.4. Future directions. An immediate goal is to gather data for other stan-
dard congruence subgroups, namely Γ1(N)b, Γ1

1(N)b and Γ(N)b. The case of Γ1(N)b
for non-squarefree levels seems more subtle, as the stabilizer of a cusp does not seem
to be of the exact form G(M,V ), and only contains such a group with finite index.
It remains to determine how this finite quotient acts on the resolution cycles.

We also hope to complete the classification into Kodaira types of the surfaces we
have computed and resolve any ambiguities by studying Hirzebruch-Zagier divisors
on higher level modular surfaces. Van der Geer proves [21, Theorem VII.3.3] that
the Hilbert modular surface X1

0 (1)b over a real quadratic field F is of general type
in all but finitely many cases. A key result in proving this theorem are estimates
[21, Theorem VII.5.1] which show that if dF > 500, then X1

0 (1)b is of general type.
It seems that an analogous result should be true in our more general setting of
higher level and further variants (Γ0,Γ

1
0,Γ1,Γ

1
1, etc.) of Hilbert modular groups.

Proving such a result would guarantee that Table 2 and Table 3 are exhaustive.
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